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Module – I (08 Hrs) Discrete Time System: Basic Discrete Time Signals and their classifications,
Discrete times systems and their  classifications,  Stability of discrete time system, Analysis and
response (convolution sum) of discrete  -  time linear  LTI system, Recursive and Non-recursive
discrete time system, impulse response of LTI system, Correlation of discrete time Signal.
 Module  –II  (08  Hrs)  Z-Transform and  Its  Application  to  the  Analysis  of  LTI  Systems:  Z-
Transform, Direct Z-Transform, Properties of the Z- Transform, Inverse Z-Transform, Inversion Z-
Transform  by  Power  Series  Expansion,  Inversion  of  the  Z-Transform  by  Partial-Fraction
Expansion, Analysis of Linear Time-Invariant Systems in the z-Domain. 
Module  –III  (12  Hrs)  Discrete  Fourier  Transform:  Frequency-Domain  Sampling  and
Reconstruction  of  Discrete-Time  Signals,  Discrete  Fourier  Transform,  DFT  as  a  Linear
Transformation,  Relationship  of  DFT  to  other  Transforms,  Properties  of  DFT:  Periodicity,
Linearity, and Symmetry Properties, Multiplication of Two DFTs and Circular Convolution, Use of
DFT in Linear Filtering, Filtering of Long Data Sequences. Efficient Computation of DFT: FFT
Algorithms, Direct Computation of the DFT, Radix-2 FFT Algorithms, Decimation-In-Time (DIT),
Decimation-In-Time (DIF). 
Module  – IV (10  Hrs)  Structure  and Implementation of  FIR and IIR Filter:  Structure  for  the
Realization of Discrete-Time Systems, Structure of FIR Systems: Direct- Form Structure, Cascade-
Form  Structure,  Frequency-Sampling  Structure,  Design  of  FIR  Filters:  Symmetric  and
Antisymmetric  FIR Filters,  Design  of  Linear-Phase  FIR Filters  by  using  Windows,  Design  of
Linear-Phase FIR Filters by Frequency-Sampling Method. Structure for IIR Systems: Direct-Form
Structure, Signal Flow Graphs and Transposed Structure, Cascade-Form Structure, Parallel-Form
Structure. Design of IIR Filters from 
Module – V (07 Hrs) Analog Filters: IIR Filter Design by Impulse Invariance, IIR Filter Design by
the  Bilinear  Transformation.  Basic  adaptive  filter:  Structure  of  Adaptive  FIR  filter,  System
Modeling  and  Inverse  Modeling,Matlab  realization  of  DFT,  FFT,  Z-transform,  IIR,  FIR  and
adaptive filter. Books: 
• Digital Signal Processing – Principles, Algorithms and Applications by J. G. Proakis and D. G. 
Manolakis, Pearson. 
• Digital Signal Processing: Tarun Kumar Rawat, Oxford University Press. 

• Digital Signal Processing – S. Salivahan, A. Vallavraj and C. Gnanapriya, Tata McGrawHill. 
•  Digital  Signal  Processing  –  Manson  H.  Hayes  (Schaum’s  Outlines)  Adapted  by  Subrata
Bhattacharya, Tata McGraw Hill.
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OBJECTIVES:
 To understand the basic concepts and techniques for processing signals and digital 

signal processing fundamentals.
 To Understand the processes of analog-to-digital and digital-to-analog conversion and 

relation between continuous-time and discrete time signals and systems.
 To Master the representation of discrete-time signals in the frequency domain, using z- 

transform, discrete Fourier transforms (DFT).
 To Understand the implementation of the DFT in terms of the FFT, as well as some of its

applications (computation of convolution sums, spectral analysis).
 To learn the basic design and structure of FIR and IIR filters with desired frequency 

responses and design digital filters.
 The impetus is to introduce a few real-world signal processing applications.
 To acquaint in FFT algorithms, Multi-rate signal processing techniques and finite word 

length effects.



1. Digital Signal Processing, Principles, Algorithms, and Applications: John G. Proakis, Dimitris 
G. Manolakis, Pearson Education / PHI, 2007.

2. Discrete Time Signal Processing – A. V. Oppenheim and R.W. Schaffer, PHI, 2009.
3. Fundamentals of Digital Signal Processing – Loney Ludeman, John Wiley, 2009

REFERENCE BOOKS:
1. Digital Signal Processing – Fundamentals and Applications – Li Tan, Elsevier, 2008.
2. Fundamentals of Digital Signal Processing using MATLAB – Robert J. Schilling, Sandra L. 

Harris, b Thomson, 2007.
3. Digital Signal Processing – S.Salivahanan, A.Vallavaraj and C.Gnanapriya, TMH, 2009.
4. Discrete Systems and Digital Signal Processing with MATLAB – Taan S. EIAli, CRC press, 

2009.
5. Digital Signal Processing - A Practical approach, Emmanuel C. Ifeachor and Barrie W. Jervis,

2nd Edition, Pearson Education, 2009.
6. Digital Signal Processing - Nagoor Khani, TMG, 2012.

OUTCOMES

On completion of the subject the student must be able to:

 Perform time, frequency and z-transform analysis on signals and systems
 Understand the inter relationship between DFT and various transforms
 Understand the significance of various filter structures and effects of rounding errors
 Design a digital filter for a given specification
 Understand the fast computation of DFT and Appreciate the FFT processing

Understand the trade-off between normal and multi rate DSP techniques and finite length 
word effects
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ELEMENTARY DISCRETE TIME SIGNALS:
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INTRODUCTION TO DFT:
Frequency analysis of discrete time signals is usually performed on digital signal
processor, which may be general purpose digital computer or specially designed digital
hardware.  To perform frequency analysis on discrete time signal, we convert the time
domain sequence to an equivalent frequency domain representation. We know that such
representation is given by The Fourier transform X(ejw) of the sequence x(n). However,
X(ejw) is a continuous function  of frequency and therefore, It is not a computationally
convenient representation of the  sequence.DFT is a powerful computational tool for
performing frequency analysis of discrete time signals. The N-point DFT of discrete time
sequence x(n) is denoted by X(k) and is defined as

DFTx(n) X (k)   x(n)WN
n0

; k = 0,1,2.........(N-1)

 j
 2  

Where 
WN  

e
 N 

IDFT of X(k) is given by

IDFTX (k) x(n)  
1

N

N 1

X 
(k)WN

K 0

nk ; n= 0,1,2….....(N-1)

 j
 2  

Where 
WN  

e
 N 
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Methods of Circular Convolution:

Generally, there are two methods, which are adopted to perform circular convolution 
and they are –

(1) Concentric circle method (2) Matrix 
multiplication method.
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Concentric Circle Method:

Let x1(n) and x2(n) be two given sequences. The steps followed for circular convolution

of x1(n) and x2(n) are

 Take two concentric circles. Plot N samples of x1(n) on the circumference of the 

outer circle (maintaining equal distance successive points) in anti-clockwise 

direction.

 For plotting x2(n) ,plot N samples of x2(n) in clockwise direction on the inner 

circle, starting sample placed at the same point as 0th sample of x1(n)

 Multiply corresponding samples on the two circles and add them to get output.

 Rotate the inner circle anti-clockwise with one sample at a time.

Matrix Multiplication Method:

Matrix method represents the two given sequence x1(n) and x2(n) in matrix form.

 One of the given sequences is repeated via circular shift of one sample at a 

time to form a N X N matrix.

 The other sequence is represented as column matrix.

The multiplication of two matrices gives the result of circular convolution

SECTIONED CONVOLUTION:
Suppose, the input sequence x(n) of long duration is to be processed with a system 
having finite duration impulse response by convolving the two sequences. Since, the linear 
filtering performed via DFT involves operation on a fixed size data block, the input 
sequence is divided into different fixed size data block before processing. The 
successive blocks are then processed one at a time and the results are combined to 
produce the net result. As the convolution is performed by dividing the long input 
sequence into different fixed size sections, it is called sectioned convolution. A long input
sequence is segmented to fixed size blocks, prior to FIR filter processing. Two 
methods are used to evaluate the discrete convolution.

(1) Overlap-save method (2) Overlap-
add method

Overlap Save Method:
Overlap–save is the traditional name for an efficient way to evaluate the discrete 
convolution between a very long signal x(n) and a finite impulse response FIR filter 
h(n).
1. Insert M - 1 zeros at the beginning of the input sequence x(n).
2. Break the padded input signal into overlapping blocks xm(n) of length N = L + M - 1
where the overlap

length is M -1.

MALLA



3. Zero pad h(n) to be of length N = L + M - 1.
4. Take N-DFT of h(n) to give H(k), k = 0, 1,2,.........N - 1.
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5. For each block m:
Take N-DFT of xm(n) to give Xm(k), k = 0, 1,2,… N - 1.

5.2 Multiply: Ym(k) = Xm(k) . H(k), k = 0, 1,2,……………..N - 1.
Take N-IDFT of Ym(k) to give ym(n) ,n = 0, 1,2,……………..N - 1.

Discard the first M - 1 points of each output block ym(n)
6. Form y(n) by appending the remaining (i.e., last) L samples of each block

Overlap Add Method:
Given below are the steps to find out the discrete convolution using Overlap 
method:
1. Break the input signal x(n) into non-overlapping blocks xm(n) of length L.
2. Zero pad h(n) to be of length N = L + M - 1.
3. Take N-DFT of h(n) to give H(k), k = 0, 1,2,……………..N - 1.
4. For each block m:

Zero pad xm(n) to be of length N = L + M - 1.
Take N-DFT of xm(n)to give Xm(k), k = 0, 1,2,……………..N

- 1. 4.3 Multiply: Ym(k) = Xm(k).H(k), k = 0, 1,2,
……………..N - 1.
4.4 Take N-IDFT of Ym(k) to give ym(n), n = 0, 1,2,……………..N - 1.

5. Form y(n) by overlapping the last M - 1 samples of ym(n) with the first M -1 
samples of ym+1(n) and adding the result.
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INVERSE FFT:
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The warping effect can be eliminated by prewarping the analog filter. The 
effect of non-linear compression at high frequencies can be 
compensated by prewarping. When the desired magnitude response is 
piece-wise constant over frequency, this compression can be compensated 
by introducing a suitable prescaling or prewarping the critical 
frequencies by using the formula,

  
 2  

tan
 w 



 
T 

  
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
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